Chapter 4

Matrices

4.1 Introduction

A rectangular array of m * n numbers consisting of m rows and n columns is termed as a matrix
of order m X n and given as:

a11 alz aln a11 a12 aln

a21 a22 e aZn a21 azz s aZn
A= or A=

Am1 Am2 - Omn Am1 Amz - Amn

It may also be denoted as A = [a;;], i=1..mj=1..n
Null Matrix: A matrix with all zero elements is known as a null matrix or zero matrix.

Square matrix: A matrix having equal number of rows and columns is called a square matrix.

a11 a12 aln

ar,1 Aoy ... A2n . .
A= IS a square matrix of order n X n

anp1 Az - Ann

Sum of all elements in the principal diagonal of a square matrix A is known as ‘Trace A’
or ‘Spur A’. ~TraceA=aqq + ay; + -+ ay,

Identity or Unit Matrix: A square matrix having all principal diagonal elements unity and non-
diagonal elements zero is called an identity matrix.

1 00

A= (0 1 0) Is an identity matrix of order 3
0 0 1

Triangular Matrix: A square matrix in which all elements above or below principal diagonal are

zero is called a triangular matrix.

300 3 5 2
A=(4 2 0 B=10 2 6
2 6 1 0 01

Lower Triangular Matrix Upper Triangular Matrix

Diagonal Matrix: A square matrix having all non-diagonal elements zero is called a diagonal
matrix.

300

A= (0 4 0) Is a diagonal matrix of order 3
0 0 2

Scalar Matrix: A diagonal matrix with all equal elements is called a scalar matrix.



300
A=(0 3 0| isascalar matrix of order 3
0 0 3

Singular Matrix: If the determinant of a square matrix is zero i.e., |[A| = 0, then it is known as
a singular matrix.

1 -1 0

A= ( 0 1 —3) Is a singular matrix of order 3
—2 1 3

Transpose: The matrix A’ or AT obtained by interchanging rows and columns of a matrix A is

known as its transpose.

1 3 5 1 2 0
A=12 -1 4 At=(3 -1 2
0 2 3 5 4 3

Symmetric and Skew-Symmetric Matrices:
A square matrix A = [aij] is said to be symmetric if AT = A or a;; = a; Vi,j and skew-
symmetric if AT = —Aora;; = —a; Vi,j

1 2 3 0 -1 2
A=<2 2 4) B=< 1 0 —3)
3 4 3 —2 3 0

Symmetric Matrix Skew- Symmetric Matrix

Results: 1. Diagonal elements of a skew-symmetric matrix are all zero as
a; =—a; = a; =0

2. Any real matrix can be uniquely expressed as the sum of a symmetric and a skew-
symmetric matrix as A4 = %(A + AT) + %(A — AT), where (A4 + AT) is symmetric, while
(A — A7) is skew-symmetric
Orthogonal Matrix
A square matrix A = [a;;] is said to be orthogonal if AAT =1 = ATA
Result: If A and B are two orthogonal matrices, then AB is also a orthogonal matrix.

Proof: (AB)(AB)T = (AB)BTAT  ~ (AB)T = BTAT
= A(BBT)AT
= AIAT ** B i1s an orthogonal matrix
=AAT =1 ~+ A is an orthogonal matrix
4.2 Algebra of Matrices

Addition and Subtraction of Matrix: Addition or subtraction can be performed on two matrices
if and only if they are of same order.



a;1 Qi Qg3 bi1  bi; b3
A= (az1 Az a23> B = <b21 b, b23>
az1 43z 0Az3 bs; b3y b33
a1 £ by; @iz £ b, a3t bys
ThenA+ B = ( Az £ by Gy by Gyt b23>
a3y * b3y az; £ b3, asz t bss

Multiplication of Matrix by a Scalar: If we multiply a matrix A by a scalar k, then each element
of the matrix is multiplied by k
a1 Q2 g3 kay,  ka;,  kags
A= (a21 Az a23> kA = <ka21 ka,, ka23>
az; 43z 0Azs kas, kas, kass
Multiplication of Two Matrices: Matrix product AB is possible only if number of columns in
matrix A are same as number of rows in matrix B.
a a a bll b12
R Gl BT
b31 b32
€11 = Qq1b11 + Qyp byy + ay3b3y € = Ay1by; + Ayp byy + ag3bs, )
C21 = Ag1b11 + g3 ba1 + Ap3b31 €22 = Ay b1z + Agp byy + Az3bs;
Note that: (i) ApxnBnxk = Cmxk
(i) AB # BA in general
(iii) AB = 0 does not necessarily implythat A=0 orB =0
(iv) AB = 0 does not necessarily imply that BA = 0

For example, 4 = (0 1) B = (1 0) AB = (0 0) BA = (O 1)

C=AB=(

00 00 00 00
Example 1 If A = (S}nx cos x) B = (Smx Smx) find AB and BA
SInX COSX COSX COSX

Solution: AB = (sin2 x + cos?x sin?x + cos? x ) _ (1 1)
sin? x + cos?x sin? x + cos? x 11
BA = (25in2x sin 2x )
sin2x 2cos?x

1 3 5
Example 2 Express the matrix A = (2 -1 4) as the sum of symmetric and skew-
0o 2 3

symmetric matrices.

1 3 5 1 2 1
Solution: A=<2 -1 4) AT:<3 -1 2)

5 4 3
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4.3 Minors, Cofactors, Determinants and Adjoint of a matrix
Minors associated with elements of a square matrix
A minor of each element of a square matrix is the unique value of the determinant associated with
it, which is obtained after eliminating the row and column in which the element exists.

. a;; Qg
Fora?2 x 2 matrix A = (a21 azz)

My, = ay My = ay1 , My = a4, My, = aygy

a;; Q12 Qg3
Fora3 x 3 matrix 4 = <a21 Az a23>
31 d3zz Q4z3
_ |a22 a23| az1 a23| _ |a11 a12|
as; dsz asz; assl’ lapr ap
Cofactors associated with elements of a square matrix

12=|

The cofactor of each element is obtained on multiplying its minor by (—1)“*/.
= ()" My
Determinant of a square matrix

Every square matrix is associated with a determinant and is denoted by det (A4) or |A|.
a11 a12 aln
a21 a22 aZn

det (4) = |A4| =
anp1 Apo -« Ann

Determinant of order n can be expanded by any one row or column using the formula

|A| = Xj-1 aij Cij , where Cj; is the cofactor corresponding to the element a;; .
A determinant of order 2 is evaluated as:

%11 a12
|A| = Ayq = Q11022 — Q12021

A determinant of order 3 is evaluated as:



ai1 Q12 Qg3
|A] = [Q21 Q22 Q3| = ?zl(—l)”jaile-j
31 A3z dz3
—a,, |a11 a12| —ay, |a11 a12| dys |a11 a12|
z1 Az az1 Az z1 Az

=a11(A22033 — A32023) — A12(A21A33 — A31053) + A13(A2103; — A31022)
Note: A determinant may be evaluated using any row or column, value remains the same.
Properties of Determinants

e Value of a determinant remains unchanged if rows and columns are interchanged i.e.
1Al = |A"|

e If any two rows or columns are interchanged, the value of determinant is multiplied
by (—1)

e The value of determinant remains unchanged if k times elements of a row (column) is
added to another row (column).

e If elements in any row (column) in a determinant are multiplied by a scalar k, then
value of determinant is multiplied by k. Thus, if each element in the determinant is
multiplied by k, value of determinant of order n multiplies by k" i.e., |kA| = k™|A|

e If A and B are square matrices of same order, then |AB| = |A||B|

Adjoint of a square matrix

The adjoint of a square matrix A of order n is the transpose of the matrix of cofactors of each
element. If C,, C;5, Cy3 ,..., Can be the cofactors of elements a,; , a;5 , a;3 ,..., ann Of the matrix
A. Then adjoint of A is given by

Ciy Cip o Cin\ " Ci1 Cyq .. Cna

Crp Coy oo Con | [ Ciy Cyy ... C2

adj(A) =
Cpi Cpz o Cnn Cin Cop o Cnn
4.4 Inverse of a Matrix
The inverse of a square matrix A of order n, denoted by A~1 is such that

AA™Y = A7'A = I,, where I, is an identity matrix of order n.

A matrix is invertible if and only if matrix is non-singular i.e., |A| # 0. There are many methods
to find inverse of a square matrix.

4.4.1 Inverse of a matrix using adjoint
Working rule to find inverse of a matrix using adjoint:
1. Calculate |A|
i. If]A] = 0, inverse does not exist



ii. if|A] #0,gotostep2
adj(A)
|Al

2. Find adj(A) and compute the inverse using the formula A™! =

1 3 3
Example 3 Find inverse of the matrix ( 1 4 3)

1 3 4
1 3 3
Solution: Let A=(1 4 3

1 3 4
Al =1(16 -9) -3(4-3)+3B3-4)=1(7)-3(1)+3(-1) =1

Cll C12 e Cln T C11 C21 e Cnl

ad](A) — CZl CZZ CZn C12 C22 an

Chi Cpp .. Cnn Cin Copn ... Cnn
Ci1 = (-1D*(16-9) =7 Ciz = (=134 -3)=-1 Ci3 = -D*G-4=1
Cyy = (-1)°*(012-9)=-3 Cyp = -D*“4-3)=1 Cy3 = (-1)°(B-3)=0
C31 = -D*(9-12)=-3 C3p = (-1)°B-3)=0 C33 = (-D°4-3)=1

7 -1 1\’ 7 -3 =3
~adj(A) = (—3 1 o) = (—1 1 0 )
-3 0 1 1 0 1

win 1f 7 -3 -3 7 -3 -3
A"l = |11| =-{-1 1 of=(-1 1 o0
1 0 1 1 0 1

4.4.2 Inverse of a matrix by using Gauss-Jordan method

To find the inverse of a matrix using Gauss-Jordan method, we take an augmented matrix (4 : I)
and transform it into another augmented matrix (I : A) using elementary row (column)

transformations.

Elementary row (column) transformations: As the name suggests, row (columns) operations
are executed on matrices according to certain set of rules such that the transformed matrix is

equivalent to the original matrix. These rules are:
e Any two rows (columns) are interchangeable i.e., R; < R; or C; & (;

e All the elements of any row (column) can be multiplied by any non-zero number k i.e.,

Ri - le

e All the elements of a row (column) can be added one to one to corresponding scalar

multiples of another row (column) i.e., R; = R; + kR;

Working rule to find inverse of a matrix using Gauss-Jordan method:
1. Prepare an augmented matrix (A : I)



4.

Note:

Using elementary row transformations make element (1,1) of the augmented matrix as 1,
and using this make all other elements in the 1%t column zero.

Now make the element (2,2) as 1, using row transformations and remaining elements in
the 2" column zero.

Continue the process until the augmented matrix is transformed to (I : A1)

(i) Do not apply row and column transformations to the same matrix while using

Gauss-Jordan method.

(if) While using column transformations make element (1,1) of the augmented  matrix

as 1, and using this make all other elements in the 1% row zero and similarly proceed for other

FOWS.

(i1i) In the process of forming identity matrix, ensure that previously formed zeros and

ones are not altered while applying row (column) transformations. For this while making element
(2,2) as 1, do not use R, (C;) and while making element (3,3) as one neither use R; (C,) nor R,

().

Example 4 Find the inverse of the following matrices using Gauss-Jordan method

3 1 3 3 -1 2
(i)<3 1 4) (ii)(z ~1 3)
4 1 3 -1 1 1

31 3
Solution: (i) LetA=(3 1 4)

4 1 3
31 3 1 0 0
Augmented matrix is: ( 31 4 :0 1 0)
4 1 3 0 0 1
Transforming element at (1,1) position to one
10 0: -1 0 1
R, - —R, +R, (3 1 4 : 0 1 o)
4 1 3 : 0 0 1
Making element at (2,1) and (3,1) positions as 0
1 0 0: -1 0 1
R, >R, —3R;,R; » R; — 4R, (o 1 4 : 3 1 —3)
01 3: 4 0 -3
Elements at (2,2) and (1,2) are already 1 and 0, so making element at (3,2) position to zero
10 0 : -1 0 1
R; > R; — R, (0 1 4 : 3 1 —3)
0o 0 -1 : 1 -1 0

Now transforming element at (3,3) position to one



10 0: -1 0 1
R; = —R; (0 1 4 : 3 1 —3)
0 0 1: -1 1 0
Element at (1,3) is 0, so Transforming element at (2,3) position to zero

10 0: -1 0 1
R, > R, — 4R, (o 1 0: 7 -3 =3|=@U:4"1)
00 1: -1 1 0

-1 0 1
AT =< 7 =3 —3)
-1 1 0

3 -1 2
(ii) Let A = ( 2 -1 3)
-1 1 1

3 -1 2 1 0 0
Augmented matrix is: ( 2 -1 3 0 1 O)
-1 1 1 0 0 1
Transforming element at (1,1) position as 1
1 0 -1 :1 -1 0
R, > R, —R, (2 -1 3 :0 1 0)
-1 1 1 :0 0 1

Transforming element at (2,1) and (3,1) positions as 0

1 0 -1 : 1 -1 0
R2—>R2—2R1,R3—>R3+R1<0 -1 5 : -2 3 0)
o 1 o0 : 1 -1 1
Transforming element at (2,2) position as 1
1 0 -1 : 1 -1 0
R, - —R, (0 1 -5 : 2 =3 0)
0 1 o 1 -1 1
Element at (1,2) is 0, so transforming element at (3,2) position to zero
1 0 -1 : 1 -1 0
R; > R; — R, (0 1 -5 : 2 =3 0)
0 0 5 @ -1 2 1
Now making element at (3,3) position 1
Ry = < R 0o 1 -5: 2 30
0 0 1 75 35 3

Now transforming elements at (1,3) and (2,3) positions 0



4 3 1
1 0 0 5 5 s
Ri >R +R;,R,»R,+5R; [ 0 1 0 : 1 -1 1|=U:41)

o 0o 1 : _r 2z 1

5 5 5
23 1
5 5 5
cATT=(1 -1 1
_1 2 1
5 5 5

4.5 Solution of System of Linear Simultaneous Equations
Here we will be discussing some direct methods of solving a system of linear equations.

4.5.1 Matrix Method
Working rule to solve a system of equations using matrix method
1. Write the system of equations as AX = B

2. Calculate |A|
i. If]|A| =0, system of equations can not be solved using matrix method

ii. if|A] #0,gotostep3
3. Find adj(A) and compute the inverse using the formula A~ = —adli(lA)

4. Solution of the system of equations is givenby X = A™1B
Example 4 Solve the system of equations using matrix method
x+3y+2z=5
2x+4y —6z=—4
x+5y+3z=10
Solution: Let the system of equations be represented as AX = B

1 3 2 X 5
1 5 3 4 10
|[A] =1(12+30) —2(9—-10) +1(—-18—-8) =18 # 0
Ci1 = (—1)2(12 + 30) =42 Cy, = (—1)3(6 +6)=-12 Ci3 = (—1)4(10 —-4)=6
Cy = (_1)3(9 - 10) =1 Cyy = (_1)4(3 - 2) =1 C23 = (_1)5(5 - 3) = -2
C31 = (1D*(—18 =8) = =26 (3, =(-1)°(=6-4) =10 (33 =(-1)°(4—6) = -2
42 12 6\’ 42 1 =26
adj(A) = ( 1 1 —2) = (—12 1 10 )
—26 10 -2 6 -2 =2
] 42 1 —26
A1 =M=i<—12 1 10)

|Al 18
6 -2 =2



L[4 1 -26\/5 ) 42(5) + 1(—4) — 26(10) . [—54
X=A"1B = E(—12 1 10 )(—4) = —| —12(5) + 1(=4) + 10(10) | = E( 36 )
6 -2 =2/\10 6(5) — 2(—4) — 2(10) 18
wx=-3,y=2,z=1

4.5.2 Gauss Elimination Method
Working rule to solve system of equations using Gauss Elimination method

1. Write the system of equations as AX = B

2. Write the matrix in augmented form as C = (A: B)

3. Reduce matrix A in C = (A: B) to echelon form using row transformations
4. Solve the system of equations AX = B by backward substitution method.

Example5 Solve the system of equations using Gauss Elimination method
x+3y+2z=5
2x+4y —6z=—4
x+5y+3z=10
Solution: Let the system of equations be represented as AX = B

1 3 2 X 5
A=<2 4 —6>,X=<y> ,B=<—4>
1 5 3 z 10
1 3 2 5
Augmented matrix C = (2 4 —6 : —4)

1 5 3 : 10
Transforming element at (2,1) and (3,1) positions as 0

1 3 2 5
R, > R, — 2R, ,R; > R; — R, (0 -2 -10 : —14)

0 2 1 :+ 5
Transforming element at (2,2) to one

1 3 2 :5

0 2 1 5
Transforming element at (3,2) to zero

1 3 2 : 5

0O 0 -9 : -9
=~ Corresponding system of equations is given as
x+3y+2z=5 ..(D
4y +5z=7 ..(2)

-9z=-9 .03



Solving by back substitution
B)=z=1,usingz=1in@)=2y=2,usingy =2, z=1inD=x = -3
~x = -3,y = 2,z = 1is the required solution of given system of equations

4.5.3 Gauss Jordan Elimination Method

Working rule to solve system of equations using Gauss Jordan Elimination method
1. Write the system of equations as AX = B
2. Write the matrix in augmented form as C = (A: B)
3. Apply elementary row transformations to reduce the matrix A in C = (A: B) to unit
matrix
4. Last column of the transformed matrix augmented matrix gives vector X.

Example6 Solve the system of equations using Gauss Jorden Elimination method
x+3y+2z=5
2x +4y —6z=—4
x+5y+3z=10
Solution: Let the system of equations be represented as AX = B

1 3 2 X 5
A=<2 4 —6>,X=<y> ,B=<—4>
1 5 3 z 10
1 3 2 5
Augmented matrix C = (2 4 —6 : —4)

1 5 3 : 10
Transforming element at (2,1) and (3,1) positions as 0

1 3 2 5
R, > R,— 2R, ,R; > R; — R, (0 -2 —-10 : —14)

0 2 1 5
Transforming element at (2,2) to one

1 3 2 :5
R, > R,/-2 ( 0 1 5 : )
0o 2 1 :5
Transforming elements at (1,2) and (3,2) to zero

~N

1 0 —-13 : -16
R, - R, —3R,,R; » R; — 2R, <o 1 5 7)
0o 0 -9 : -9
Transforming element at (3,3) to one
1 0 —-13 : -16
R; > R;/—9 (0 1 5 7)
o o 1 = 1

Transforming elements at (1,3) and (2,3) to zero



1 0 O -3
R, » R, + 13R3,R, > R, — 5R; (0 1 0 : 2)
0 0 1 : 1
~x = =3,y = 2,z = 1is the required solution of given system of equations

4.6 Rank of a Matrix

The rank of a matrix A is the order of the highest ordered non-zero minor in A. It is denoted by
p(4).
Example6 Find the rank of the following matrices:

1 2 3
(i)A=(§ ‘7*) (ii)A=(§ g) (iii)A=<% g g)

Solution: (i) Here |§ ;L =—5%0 ~ p(4) =2

(ii) Here |§ 3| ~0 2 p(A) =1
1 2 3

(iii)Here|1 4 2|[=0 -~ p(A)#3
2 6 5

Next consider H i| =2+0 =~ p(A) =2

4.6.1 Rank of a matrix using Normal form
The normal form of a matrix is one of the following:

I, (1,0, (161) . @, 0) or (I(‘)1 g) where 1, is the identity matrix of order n.

Changing to normal form, n is the rank of the given matrix.
Example7 Find the rank of the following matrices by reducing them to normal form:

3 -3 4 13 4 5
(i)A=<2 -3 4) (ii)A=<1 2 6 7)

0 -1 1 1 501
Solution: (i) Transforming element at (1,1) position to unity
) 1 -1 4/,
Applying R, -3 Ry ,wegetA~| o _3 4
0 -1 1

Transforming element at (2,1) position to zero



1 -1 Y,
A ~ 0 -1 4/3

0 -1 1
Transforming element at (1,2) and (1,3) position to zero

1 0 0
Cz—>cz+cl,c3—>cg—gc1 A~ 0 -1 4/,

0 -1 1
Transforming element at (2,2) position to one

1 0 0
R,>—R, A~[0 1 ~%,

0 -1 1
Transforming element at (3,2) position to zero
1 0 0
R, >Ry +R, A~| 0 1 T%3
0o o ~1/
Transforming element at (2,3) position 0

1 0 0
C;>Ci+2c, A~[ 0 1 0
3 -1
0 0 /3
Transforming element at (3,3) position 1

RZ _)RZ _2R1

1 0 0
C; - —3C; A~ ( 0 1 0) Hence rank of the given matrix is 3.
0 0 1

1 3 45
(if) Here A = (1 2 6 7)
1501
Transforming element at (2,1) and (2,2) position to zero

1 3 4 5
Applying RZ—>R2—R1,R3—>R3—leegetA~<0 -1 2 2)

0 2 —4 —4
Transforming element at (1,2) , (1,3) and (1,4) position 0

1 0 0 O
CZ_)C2_361,C3_)C3_4C1,C4_)C4_5C1A~ 0—1 2 2

0 2 —4 —4
Making element at (2,2) position 1



1 0 O 0
RZ_)_RZ A~ 0 1 _2 _2

0 2 -4 -4
Making element at (3,2) position 0

1 0 0 O
R3_)R3_2R2 A~ 0 1 _2 _2

00 0 O
Making element at (2,3) and (2,4) position 0

1 0 0 O
C3 > C3+2C,,C = Cy+ 2C, A~<0 1 0 O)

0 0 0 O
Hence rank of the given matrix is 2.

4.6.2 Rank of a matrix using Echelon form
Echelon Form: A matrix is said to be in Echelon form if:

0] The number of zeros in succeeding row are greater than previous row
(i) The first non-zero entry in each non-zero row is equal to unity.

Working rule: Transform the matrix to echelon form. The number of non-zero rows in echelon
form becomes the rank of the matrix.

Example8 Find the rank of the following matrices by reducing them to echelon form:
1 2 3 1 2 3 2
(i)A=<2 4 7) (ii)A=<2 3 5 1>
3 6 10 2 3 45
Solution: (i) Transforming elements at (2,1) and (3,1) positions to zeros
Applying R, - R, — 2R, , R; =& R; — 3R, we get

1 2 3
A~10 O 1)
0 0 1

Making element at (3,3) position 0

1 2 3

0 0 O
Now the matrix is reduced to echelon form. Since the number of non-zero rows is 2, hence the
rank of the given matrix is 2.

(i1) Transforming elements at (2,1) and (3,1) positions to zeros

1 2 3 2
A~{0 -1 -1 -3
0 -1 -2 1



Making element at (2,2) position 1

1 2 3 2
RZ_)_RZ A~ 0 1 1 3

0 -1 -2 1
Making element at (3,2) position O
1 2 3 2
R; > R; +R, A~<O 1 1 3)
0 0 -1 4
Making element at (3,3) position 1

1 2 3 2

0O 0 1 -4
Now the matrix is reduced to echelon form. Since the number of non-zero rows is 3, hence the
rank of the given matrix is 3.

4.7 Linear Dependence and Independence of Vectors
The set of vectors X; X, X5 ..., X, is said to be linearly dependent if there exist scalars
C,C,Cs, ..., Cypnotall zero, such that C;X; + C,X, + C3X5 + -+ +C,, X;; = 0 And they are linearly
independent if C,X; + C,X, + C3X5+ - +C,X,, =0

= Ci=0Vvi=1,23,....n

Example 8 Examine the following system of vectors for linear dependence. If dependent find the
relation between them:

M X=[1 -1 1], X=[2 1 1]landXs=[3 0 2]

(i) X=[1 2 3]andX=[2 -2 6]

Solution: (i) Consider C;X; + C,X, + C3X5 =0........... (1)
=Cif1 -1 1]+Cf2 1 1]+C3[3 0 2]=0
= C;+2C,+3C;=0

—C;+C,+0C6;,=0
Ci+C,+2C;=0

1 2 3\ /G 0
1 1 2/ \C4 0

Applying R, - R, + R, R; » R; — R, , we get

1 2 3\ /C 0
(o 3 3 C2>= 0
0 -1 —-1/\G 0

Applying R; = R; + §R2, we get



1 2 3\ /G 0
0 3 3{C|=(0
0 0 0/\C3 0

= C,+2C,+3C;=0
0C; +3C,+3C;=0
LetC; =k = C,= -k and C; = =k
Hence the given vectors are linearly dependent.
Putting these values in (1) , we get —kX; — kX, + kX3=0
= kX, +X;—X3)=0
=X, +X,—X3=0
which is the required relation between them.
(i) Consider C; X, +C,X, =0 ........... (1)
=>Cif1 2 3]+C[2 -2 6]
=>C, +2C,=0
2C, —2C,=0
3C;+6C, =0
= C;=0andC, =0
Hence the given vectors are linearly independent.
4.8 Consistency and Inconsistency of Linear System of Equations
Consider a;;x; + agx,+. ... +a,x, = by

Ay1X1 + Ay Xy+.. ... +a,,x, = b,
Am1X1 + QpaXa+..... +amnXn = by
This is the system of m equations in n unknowns and it can be written in the form AX = B where
A1 A1p e e Ayn X1 b,
a1 App eevees Ao Xy b2
A - a31 a32 ...... a3n ’ X — X3 , B — b3
Am1 Ay e o Amn Xn b,

Here if b; = 0 Vi then system of equations is said to be homogeneous otherwise it is non-
homogeneous.



A1 Qg een e Ap by
Az1 A2z« v Azt by

The matrix C = [A:B] = | @31 @32 - Q3n * b3 | s called augmented matrix.
Am1 Am2 - e Amn bm

4.8.1 Working Rule to find solution of Non-Homogeneous System of Equations

1. For the system of equations, AX = B, form an augmented matrix C = [A: B].
2. Find the ranks of matrix A and matrix C
i.If Rank of A #Rank of C, then the given system is inconsistent i.e., it has no solution.
ii.If Rank of A = Rank of C = Number of variables in the given system of equations, then
the system has a unique solution.
li.lIf Rank of A = Rank of C < Number of variables in the given system of equations, then
the system has infinitely many solutions.
4.8.2 Working Rule to find solution of Homogeneous System of Equations i.e.
AX=0
In case of homogeneous equations, b; = 0 Vi, therefore augmented matrix is not required.
Here we find the ranks of matrix A
i. If Rank of A = Number of variables in the given system of equations, then the system has
the trivial solution, i.e.,, x; = x, == x, =0
ii. If Rank of A is less than the number of variables in the given system of equations, then
the system has infinitely many solutions.
Example Show that the following system of equations is inconsistent.
x+2y+z =2
3x+y—2z=1
4x —3y—z=3
2x +4y+2z=5
Solution: Let the system of equations be represented as AX = B

1 2 1 . 2
|3 1 -2 . {1
4=14 -3 =1 ’X_<y> B=13
2 4 2 z 5

Transforming elements at (2,1) , (3,1) and (4,1) positions to zeros
Applylng R2 - RZ - 3R1 y R3 - R3 - 4R1, R4_ - R4_ - 2R1, we get

1 2 1
0 -5 -5
A~l o —11 -5

0 0 0



1 2 3
Now matrix A has a non-zero minor [0 -5 —5|=-30
0 —-11 -5
-~ Rank of matrix 4 is 3
1 2 1 : 2
Again C = [A:B] = 3 1 -2 :1
4 -3 -1 : 3

2 4 2 : 5
Applylng R2 - R2 - 3R1 y R3 - R3 - 4‘R1, R4 - R4 - 2R1, we get

1 2 1 @ 2
0 -11 -5 : =5
0 0 0 : 1
2 1 2
[C]=1]-5 -5 =5/+0=2(0)+5(-5+10)—11(-5—-10) =190
-11 -5 =5

=~ Rank of matrix C = [A: B] is 4
Hence the given system of equations is inconsistent.



